
Introduction

The most fundamental problem in seismology is the estimation 
of earthquake location. The earthquake location is defined by 
the earthquake hypocentre and the origin time. The hypocentre 
is the physical location, usually given in latitude, longitude, and 
depth below the surface. Reliable knowledge of hypocentre 
and origin time has tremendous importance for the studies 
such as the determination of earthquake magnitude, focal 
mechanism, and stress conditions around the source which 
are crucial for rapid hazard assessment and emergency 
responses. 

 The shape of the seismograms depends vastly on the 
relative positions of the recording instruments and source. The 
process of earthquake location using these seismograms is an 
inverse problem. The depth-dependent gradients and 
discontinuities in the velocity distribution within the Earth 
make this inverse problem highly non-linear and non-trivial to 
solve.

 Mathematical fundamentals of earthquake location 
methods were established more than a century ago. These are 
namely, graphical methods [1], simple grid searches [2] and 
the linearized inversion method [3]. Since then various location 
methods have been developed to improve the accuracy of the 
location. These improvements have enabled semi-automation 
of the event location process, which is employed at many 
earthquake centres worldwide (e.g. the International 
Seismological Centre (ISC), the United States Geological 
Survey (USGS), and  National Earthquake Information Centre 
(NEIC)).

 Based on the number of earthquakes to locate, location 
techniques can be broadly classified into two groups, namely, 
single−event location techniques [4-10] that locate one event 
at a time and multiple−event location techniques [11-13] that 
locate multiple events simultaneously. Depending on the 
spatial type, there are the absolute location that is determined 
with respect to a fixed geographic coordinate system and a 

fixed time standard, and the relative location that is computed 
with respect to another event (an earthquake or explosion) 
which might have an uncertain absolute location [4]. Moreover, 
relying on the methodology employed, location techniques can 
be linear, nonlinear and probabilistic.

 The genetic algorithm (GA) is a global optimization 
technique and a useful tool for solving non-linear problems 
with many local minima or maxima. It was developed by 
Holland [14]. For the present study, GA has been used to 
minimize the misfit between observed and calculated arrival 
times to determine earthquake location parameters. The novel 
feature of GA is that it works with many estimates of the 
location at once and uses the properties of the cluster of 
estimates to drive the optimization process and reach finally to 
the global minimum. In this study, 16 events of various depths 
and magnitudes (Mw>6) from in and out of the Sumatra region 
have been selected. The selected (around 10) recording 
stations of GSN well surrounds the Sumatra region. GA 
generates a pool of location parameters, uses a 3D velocity 
model to compute arrival times (i.e., P onsets) at the selected 
stations and minimizes the misfit between observed and 
calculated arrival times to estimate the location parameters. 
The study reveals that the estimated parameters are accurate 
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Fig.1: Working of GA. Gen and Max. Gen represent generation and 
maximum value of generation respectively.
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enough for those events that are well inside or very near to the 
network. For the events far outside the network, depth and 
origin time estimations are quite erroneous though the 
estimated latitude and longitude are reasonably good. This 
signifies that the events occurring inside the monitoring 
network are accurately located using this technique.

Methods

 For accurate estimation of location of seismic events 
using genetic algorithm, the design of fitness function (FF) 
plays a vital role. In this study it is formulated as

o c   FF = std (t - t )arrival arrival 

where std is standard deviation,  is the arrival time of P o t arrival

waves observed at recording stations and  is the ct arrival

calculated arrival times at those stations using the GA 
estimated locations parameters (i.e., latitude, longitude, depth 
and origin time) and 3D velocity model.

Working of GA 

 The working of GA has been recounted in a flow chart as 
portrayed in Fig.1. GA actuates with the random initialization of 
a population which propagates itself through selected criteria 
and is changed by the application of well-developed genetic 
operators. The population consists of chromosomes and the 
number of chromosomes is called population size. A 
chromosome is a collection of bits representing the location 
parameters. The initial search domains for latitude, longitude, 

0 0 0 0depth and origin time are -90  to 90 , -180  to 180 , 0 to       
794 km and 30 minutes before the onset of the first coming P 
wave to the onset of the last coming P wave in a network 
respectively. These search spaces are typically represented by 
8, 9, 10 and 11 bits respectively. So a chromosome is a bit-
string of length 38 (8+9+10+11=38). The population size is 
mostly problem dependent. For the present study, it varies 
between 340 to 345 which are obtained on a trial basis. Thus, 
GA starts with a population that consists of 340 (say typically) 
chromosomes each 38-bit long. A single iteration of a genetic 

algorithm is based on three stages namely, selection (or 
replication), crossover (or recombination) and mutation. 
Selection begins with the evaluation of FF. For this, each 
chromosome is decoded to obtain the values of the location 
parameters. With knowledge of observed arrival times and 

Fig.2: Optimisation in 2D search space. Triangles with colours cyan, magenta, tamarillo, orange, yellow, indigo, green and red represent search 
points corresponding to generations 1, 2, 3, 5, 6, 7, 9 and 11 respectively.

Fig.3: Location estimation method. The parameters pop, min, BF, lat, 
lon, and or.time represent the population size, minimum, best fitness, 
latitude, longitude and origin time respectively. The step values Δx, Δy, 
Δz and Δt correspond to latitude, longitude, depth and origin time 
respectively.
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calculated arrival times (obtained using decoded location 
parameters and a 3D velocity model), FF is evaluated and 
assigned to each of the chromosomes in the population. The 

selection of best chromosomes can be done using a variety of 
selection algorithms such as roulette wheel, proportionate 
selection, linear rank selection, tournament selection and 
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Fig.5: Signal plots with marked P onsets and the network (shown in right corner panel).

Fig.4: Errors in latitude, longitude, depth and origin time estimation for 16 events are plotted in (a), (b), (c) and (d) respectively. Origin time has 
been normalized to unity. The positive and negative error barsindicate over-estimation and under-estimation respectively.
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stochastic remainder selection [15]. For the present study, the 
most popular tournament selection algorithm has been used. 
The primary objective of the selection stage is to emphasize 
better chromosomes in a population. It does not create any 
new chromosomes; instead, it  el iminates the bad 
chromosomes and selects relatively good chromosomes from 
a population and makes multiple copies of them. The creation 
of new chromosomes is performed by crossover and mutation. 
The crossover stage basically produces better off-springs. It 
selects two parents based on crossover probability and 
randomly picks a point (called crossover point) between two 
genes to slice each of the parent chromosomes into two parts. 
Then it combines the first part of the first parent and the 
second part of the second parent to get the first off spring 
Similarly, it combines the first part of the second parent and 
the second part of the first parent to get the second offspring. 
These off-springs will not be identical to any particular parent 
provided the parents are distinct but will instead combine the 
parental traits in a novel manner. The off-springs are expected 
to be better solutions (or chromosomes) as they are a result of 

the recombination of highly fit parents. It is noted that in the 
present study the crossover operation uses the intermediate 
crossover function with probability 0.95. However, every 
crossover may not create a better solution. Bad solutions, if 
created, are likely to get eliminated during the next selection 
process and good solutions are likely to get more chances to 
achieve a crossover with other good solutions in subsequent 
generations. Thus more and more solutions in the population 
are likely to have similar chromosomes. Crossover is used to 
create new solutions from the population’s genetic 
information. However, these new solutions have no un-
inherited or new inheritance information and the number of 
alleles (e.g., Blue eyes (eye colour), brown hair (hair colour)) is 
constantly decreasing. This process results in the contraction 
of the population to one point without searching the promising 
part of the search space and GA may get trapped in local 
minima. Whereas, the one goal of every learning algorithm is to 
search always in regions not viewed before. Therefore, it is 
necessary to enlarge the information contained in the 
population. This goal is achieved by using mutation. The 
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Fig.6: Horizontal panels I, II and III correspond to search spaces latitude-longitude, latitude-depth and origin time-depth respectively for three 
generation stages (GEN= 5, 9 and 20).
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mutation is carried out by flipping some bits of the 
chromosomes based on mutation probability. For the present 
study, the mutation operation makes use of the uniform 
mutation function with probability 0.002. It maintains the 
diversity of the population so that GA would not get trapped in 
partial solutions. The algorithm stops when stopping criteria 
(such as the number of generations reaches maximum 
generation) is met providing the best solutions i.e., the best 
estimates of location parameters.

 To visualize the working of GA, a search space 
optimisation plot has been shown in Fig.2. To start with GA 
searches the whole space with search points indicated by the 
triangles with cyan colour. As the generations proceed the 
search space reduces and finally converge to a single point as 
shown by the triangle with red colour. The network chosen for 
this search space optimisation has been shown in the left 
panel of Fig.2. Using this optimisation capability of GA a 
method has proposed for earthquake location as described in 
the next section.
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Table 1: Event parameters as reported by IRIS along with the parameters estimated by GA.

Evt
No. Date

IRIS GA

Or. 

Time

Lat

(deg)

Lon

(deg)

Depth

(km) Mw Or. Time

Lat

(deg)

Lon

(deg)

Depth

(km)

1 2004 - 12-26 00:58:52 3.4125 95.9012 26.1 9 00:58:51.44 3.421 95.681 25.97

2 2012 - 04-11 08:38:37 2.2376 93.0144 26.3 8.6 08:38:37.14 2.158 93.515 26.37

3 2010 - 10-25 14:42:22 - 3.5248 100.104 20 7.8 14:42:23.22 - 3.465 100.19 23.73

4 2010 - 04-06 22:15:02 2.3601 97.1113 33.4 7.8 22:15:01.63 2.276 97.075 39.78

5 2006 - 07- 17 08:19:26 - 9.3178 107.424 20 7.7 08:19:26.71 - 9.77 107.86 24.21

6 2009 - 09-30 10:16:10 - 0.7071 99.9678 90.2 7.6 10:16:9.45 - 0.846 99.865 90.61

7 2007 - 08-08 17:04:58 - 6.089 107.584 293.8 7.5 17:04:58.22 - 6.071 107.79 292.69

8 2004 - 07- 25 14:35:17 - 2.4931 103.975 581.9 7.3 14:35:19.61 - 2.489 104.05 585.43

9 2009 - 09-02 07:55:01 - 7.7346 107.411 57.8 7 07:55:01.19 - 8.002 107.39 56.99

10 2000 - 10-25 09:32:24 - 6.655 105.619 44.3 6.8 09:32:24.17 - 7.066 105.45 46.9

11 2020 - 07- 06 22:54:47 - 5.5956 110.695 538.73 6.7 22:54:45.53 - 5.821 110.69 517

12 2011 - 09-05 17:55:12 3.0253 97.9991 106.6 6.7 17:55:12.31 2.781 97.904 108.02

13 2019 - 09-19 07:06:33 - 6.0708 111.842 610 6.1 07:06:33.66 - 6.589 111.7 613.61

14 2012 - 06-23 04:34:53 3.0022 97.9116 101.9 6.1 04:34:53.29 2.855 97.862 98.67

15 2015 - 05-12 07:05:18 27.802 86.126 12.3 7.2 07:05:18.35 27.576 86.168 10.062

16 2021 - 03-20 09:09:44 38.5 141.6 43 7 09:07:00.61 37.61 140.7 370

Fig.7: Signal plots with marked P onsets and the network (shown in right corner panel).
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Location estimation

 The method of estimation of location has been shown in 
Fig.3. Initially, onsets of P waves recorded at various stations of 
a network are picked up. Then, the maximum and minimum 
ranges of the parameters to be estimated are assigned as 
mentioned in section 2.1. The range for population size has 
been considered from 340 to 345. Fixing the parameter 
ranges, GA is started with the lowest population size. The best 
fitness (BF) value of the fitness function for each step of the 
population loop is checked. If it is found that the BF value of the 
current step is greater than that of the previous step the loop is 
broken and the minimum value of BF is searched to find the 
optimum values for the parameters considered in the problem. 
Fixing the population size at optimum value, the latitude, 
longitude, depth and origin time are reset at latitude±Δx, 
longitude±Δy, depth±Δz and origin time±Δt where Δx, Δy, Δz 

0 0and Δt may be typically taken as 3 , 3 , 20 km and 30 minutes 
respectively. With these new parameter settings, GA is again 
run to obtain the final estimates of the location parameters.

Results

  To study the efficacy of the algorithm we have 
downloaded the waveform data of 16 events that occurred in 
and outside the Sumatra region from IRIS (Incorporated 
Research Institutions for Seismology) website as given in   
Table 1. Out of 16, 14 data (Events 1 to 14) were from the 
Sumatra region. Event 15 was from Nepal and Event 16 was 
from Japan. The recording stations were selected such that the 
network formed by them well surrounds the first fourteen 
events. Event 15 was very near to the network whereas Event 

016 was approximately 34  away from the periphery of the 
network. All events were of magnitude (Mw) greater than 6 and 
depths ranging from 12.3 km to 581.9 km. The location 
parameters of these events as estimated by GA are also noted 
in Table 1. The errors involved in the estimation of location 
parameters are shown in Fig.4. It is observed that the first 15 
events are almost accurately located by GA. These events are 
located inside the network except Event 15 which reclines 
outside the network but very near the boundary of the network. 
For event 16, though the latitude and longitude estimates are 
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Fig.8: Horizontal panels I, II and III correspond to search spaces latitude-longitude, latitude-depth and origin time-depth respectively for three 
generation stages (GEN= 5, 9 and 20).
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reasonable, the depth and origin time estimates are very poor 
as seen in Fig.4(c) and (d). The reason is that this particular 
event is very far away from the network for which GA fails to 
minimize the fitness function reasonably. To visualize GA 
estimation in search space two events namely, event 2 (well 
inside the network) and event 16 (far away from the network) 
have been considered as a case study and are discussed below 
in detail.

Case study 1: Event inside the network (Event 2)

       The recording network as well as the recorded signals with 
P onset marking has been shown in Fig.5. The optimization in 
the search spaces like latitude-longitude, latitude-depth and 
origin time-depth has been shown through contour plots for 
generations 5, 9 and 20 respectively in Fig.6. The figure clearly 
shows that at generation 20 all the search space converges to 
a single point almost at the middle of the contour leading to an 
accurate estimate of location parameters. A similar picture has 
been obtained for all events lying inside or near the boundary of 
the network.

Case 2: Event outside the network (Event 16) 

  The recording network and the recorded signals with P 
onset marking have been shown in Fig.7. The optimization in 
the search spaces, namely, latitude-longitude, latitude-depth 
and origin time-depth has been shown through contour plots 
for generations 5, 9 and 20 respectively in Fig.8. For this event, 
though the spread of the search space reduces to a point at 
generation 20 but not at the centre of the contour, especially in 
the origin time-depth space leading to poor estimates of depth 
and origin time. The reason behind this is that event 16 is 
remotely located from the network.

Conclusions 

 The present study takes the advantage of GA in 
estimating the location parameters. The advantage of GA for 
earthquake location is that they do not require derivative 
information and still have both a local and global search 
character. The study shows that for all the events located inside 
or near the boundary of the monitoring network, the location 
estimates are reasonably accurate whereas, for the event lying 
far outside the network, location estimates especially depth 
and origin time become erroneous. Thus we strongly believe 
that GA is a powerful tool for performing robust earthquake 
locations provided the monitoring region is well surrounded by 
recording instruments.
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